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F-GAMMA program
cm to sub-mm monitoring of Fermi blazars

Effelsberg 100-m telescope IRAM 30-m telescope APEX telescope

• monitoring ~60 Fermi blazars since January 2007 
(sample revised in 2009.5; total: 97 sources observed)
• at 2.6 - 345 GHz at 12 frequencies, optical and gamma-rays
•  linear and circular polarization of the Effelsberg data
• optical polarimetry (expected spring 2013)

Skinakas 1.3 m telescope
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• cross-telescope coherency ~ 2 days 
• mean cadence: 1/(1.3 months)  
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F-GAMMA program
the sample discussed here

Angelakis et al.: Multi-frequency monitoring of Active Galactic Nuclei in the Fermi-GST era

of less than 1%. Apart from a small fraction of the sample pre-
sented here, the source exhibit satistically siggnficant variability
in the γ-rays.
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Fig. 1. The redshift distribution for the differnt classes of blazars as they
are reported in teh BZCAT and only for the source presented here which
are included in the catalog plotted against the distribution of the sources
in teh CGRaBS catalog (Healey et al. 2008). It must be noted that the
x-axis has been trancuated at 4 to assist the readre’s eye and only.
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Fig. 2. The 300 MeV to 1 GeV Energy Flux distribution for the differnt
classes of sources in the sample presented here, as it is provided in the
2FGL catalog (Nolan et al. 2012).

NOTES:

1. can we create a complete sub-sample of our sample?
2. do a hist of the redshift and class hfp, ifp, lfp
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Fig. 3. The γ-ray Variability Index distribution for the differnt classes
of sources in the sample presented here, as it is provided in the 2FGL
catalog (Nolan et al. 2012). Th ebin size has been set to the value of
41.6 which corresponds to chance of being a steady source of less than
1%.

3.5. GNLSY in the sample

4. Observations and Data Reduction

4.1. Receivers and observing technique

The studies discussed here are based on measurements acquired
with the heterodyne receivers mounted on the secondary fo-
cus of the 100-m Effelsberg telescope. In table 1 are summa-
rized their most important characteristics. The systems at 4.85,
10.45 and 32GHz are equiped with multiple feeds allowing
differential measurements. This technique can theoretically re-
move effects of atmospheric emission or absorption purtuba-
tions. Practically, only linear tropospheric variations can be re-
moved mostly because the partial overlap between the atmo-
sphere columns “seen” by the feeds.

The measuremetnts reported here have been conducted with
“cross-scans” i.e. by slewing over the source position and mea-
sure the antenna response. It has been chosen chiefly because it
allows (a) immediate detection of extended source structure, (b)
detection of confusion due to neighboring field sources and (c)
pointing off-set corrections. Concerning the latter point, the ob-
servations at almost all frequencies are done with two “scans”
(observing cycles). The first, being relatively short, is meant to
correct the pointing of the telescope. The second, which can long
to match the desired sensitivity, is the one which is used as the
measurement itself.

In the case of receivers equiped with multiple feeds (see ta-
ble 1), differential measuremets have been perfomred. This al-
lows the removal of linear tropospheric variations.

NOTES:

1. observing technique / strategy time estimates
2. statistics of obesrvations: sampling rates, number sources,
good/bad days

3

• 55 FSRQs
• 28 BL Lacs
• 7 unclassified blazars
• 3 Narrow Line Seyfert 1 

galaxies
• 1 Seyfert type 1
• 1 Seyfert type 2 
• 2 radio galaxies

(classification of Massaro et al. 2009) 

Angelakis et al. in prep. 
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of less than 1%. Apart from a small fraction of the sample pre-
sented here, the source exhibit satistically siggnficant variability
in the γ-rays.
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2. do a hist of the redshift and class hfp, ifp, lfp
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1%.

3.5. GNLSY in the sample

4. Observations and Data Reduction

4.1. Receivers and observing technique

The studies discussed here are based on measurements acquired
with the heterodyne receivers mounted on the secondary fo-
cus of the 100-m Effelsberg telescope. In table 1 are summa-
rized their most important characteristics. The systems at 4.85,
10.45 and 32GHz are equiped with multiple feeds allowing
differential measurements. This technique can theoretically re-
move effects of atmospheric emission or absorption purtuba-
tions. Practically, only linear tropospheric variations can be re-
moved mostly because the partial overlap between the atmo-
sphere columns “seen” by the feeds.

The measuremetnts reported here have been conducted with
“cross-scans” i.e. by slewing over the source position and mea-
sure the antenna response. It has been chosen chiefly because it
allows (a) immediate detection of extended source structure, (b)
detection of confusion due to neighboring field sources and (c)
pointing off-set corrections. Concerning the latter point, the ob-
servations at almost all frequencies are done with two “scans”
(observing cycles). The first, being relatively short, is meant to
correct the pointing of the telescope. The second, which can long
to match the desired sensitivity, is the one which is used as the
measurement itself.

In the case of receivers equiped with multiple feeds (see ta-
ble 1), differential measuremets have been perfomred. This al-
lows the removal of linear tropospheric variations.

NOTES:

1. observing technique / strategy time estimates
2. statistics of obesrvations: sampling rates, number sources,
good/bad days
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E. Angelakis et al.: On the phenomenological classification and interpretation of continuum radio spectrum variability pattern
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(i) Type 5b

Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

Type 5b: This type shows, in principle, characteristics
similar to the previous one but there occurs a significant shift
of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types

In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-
ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.

4

Angelakis et al. in prep.;  2012JPhCS.372a2007A; 2011arXiv1111.6992A

Testing Variability Models
reproducing the spectrum variability pattern
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(i) Type 5b

Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

Type 5b: This type shows, in principle, characteristics
similar to the previous one but there occurs a significant shift
of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types

In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-
ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.
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(i) Type 5b

Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

Type 5b: This type shows, in principle, characteristics
similar to the previous one but there occurs a significant shift
of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types

In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-
ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.
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Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

Type 5b: This type shows, in principle, characteristics
similar to the previous one but there occurs a significant shift
of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types

In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-
ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.

4

E. Angelakis et al.: On the phenomenological classification of continuum radio spectrum variability pattern

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0238+1636 (AO0235+16) 2007.03
2007.58
2009.95
2007.07
2007.15
2007.23
2007.38
2007.48
2007.55
2007.63
2007.65
2007.71
2007.77
2007.86
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02

2009.06
2009.18
2009.28
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.16
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.17
2011.21
2011.33
2011.43

(a) Type 1

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0854+2006 (OJ287) 2007.42
2008.17
2007.07
2007.15
2007.23
2007.32
2007.38
2007.48
2007.55
2007.65
2007.71
2007.77
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02
2009.06

2009.18
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.16
2010.20
2010.25
2010.33
2010.39
2010.48
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.17
2011.21
2011.33
2011.43

(b) Type 1b

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0530+1331 (PKS0528+134) 2007.03
2008.17
2009.12
2009.13
2007.15
2007.23
2007.55
2007.63
2007.65
2007.71
2007.77
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.60
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02
2009.06

2009.18
2009.28
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.16
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.17
2011.21
2011.33
2011.43

(c) Type 2

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J2232+1143 (CTA102) 2007.03
2008.29
2009.95
2007.07
2007.15
2007.23
2007.32
2007.38
2007.55
2007.63
2007.71
2007.77
2007.86
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02
2009.06

2009.18
2009.28
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.16
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.21
2011.33
2011.43

(d) Type 3

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0418+3801 (3C111) 2007.03
2007.58
2008.17
2009.36
2007.15
2007.23
2007.32
2007.48
2007.63
2007.65
2007.71
2007.77
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02

2009.06
2009.18
2009.28
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.79
2010.87
2011.02
2011.17
2011.21
2011.33
2011.43

(e) Type 3b

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J1130-1449 (PKS1127-14) 2007.48
2007.63
2007.77
2007.86
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2009.02
2009.28
2009.33
2009.41

2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.08
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.79
2010.87
2011.02
2011.17
2011.21
2011.33
2011.43

(f) Type 4

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0738+1742 (PKS0735+17) 2007.07
2007.15
2007.23
2007.38
2007.48
2007.55
2007.65
2007.71
2007.77
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02
2009.06

2009.18
2009.28
2009.33
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.17
2011.21
2011.33
2011.43

(g) Type 4b

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0730-1141 (0727-11) 2009.12
2007.65
2007.71
2008.49
2008.57
2008.60
2008.71
2008.79
2008.85
2008.93
2009.18
2009.28
2009.33
2009.58
2009.66
2009.74
2009.84
2009.91

2010.08
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.17
2011.21
2011.33
2011.43

(h) Type 5

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0359+5057 (NRAO150) 2007.03
2007.58
2008.17
2009.52
2007.07
2007.15
2007.23
2007.32
2007.38
2007.48
2007.55
2007.65
2007.71
2007.77
2007.86
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93

2009.02
2009.06
2009.18
2009.28
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.08
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.21
2011.33
2011.43

(i) Type 5b

Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

Type 5b: This type shows, in principle, characteristics
similar to the previous one but there occurs a significant shift
of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types

In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-
ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.
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Fig. 3. Spectrum and observational frequency range (for details see
text).

where r is the opening rate of the jet. Furthermore, the evolution
of the flare depends on the spectral slope s of the injected parti-
cles. In the case of conical jets, (r = 1), the equations above can
be written in terms of the jet radius, e.g., B ∝ R−b (see Marscher
& Gear 1985; Türler et al. 2000).

In the current work it is assumed that the Synchrotron stage
is very short compared to the other two stages, following Fromm
et al. (2011). Under this assumption, during the evolution of a
flare the maximum flux density is reached at the transition be-
tween the Compton and the Adiabatic loss stages (Marscher &
Gear 1985; Türler et al. 2000). This point is characterised by the
transition peak frequency, ν1,3, peak flux density, S 1,3, and time
since the onset of the Compton stage, t1,3 (hereafter, the numeri-
cal subscripts denote the 1st i.e. Compton, and 3rd i.e. Adiabatic
stages). These parameters depend on (a) the properties of the
flaring event (Türler et al. 2000), (b) the source itself and (c)
its redshift. Consequently, the duration of a flare and its spectral
evolution pattern will depend on the source itself. Björnsson &
Aslaksen (2000) demonstrated that the steep rise of the turnover
flux density, Sm, with turnover frequency, νm during the first
stage of the evolution of a radio flare could not be explained
by Compton scattering. However, observations of flares in AGN
show an abrupt rise of the flux in the so-called Compton stage.
Therefore, the first stage in shock-in-jet models should be care-
fully reviewed.

6.1. The prototype sources

In order to investigate whether the shock-in-jet model can ex-
plain the observed phenomenology, three models have been set
to represent three typical sources in terms of their power.

1. weak source with a low quiescent spectrum,
2. medium source with a regular quiescent spectrum, and
3. powerful source with a high quiescent spectrum.

Figure 4 shows the three different prototype sources at redshift
z = 0 and table 3 lists the parameters used to produce the quies-
cent and component spectra.

For all three models evolution of the flare is assumed to be
the same, implying to the same set of the exponents b, k, d,
s, r and onset time in Eq. 1, 2 and 3. The assumed values are
shown in table 4 and have been extracted from a detailed study
of a flaring event in the source CTA 102 (Fromm et al. 2011). It
must however be noted that not only the source parameters differ
from one another, but also those of different flares in the same
source, and henceforth the models should allow for dispersion

Fig. 4. The relative spectra of the three prototypes at redshift z = 0. The
grey shaded area denotes the observing band-pass for the data discussed
here.

Table 3. The assumed source parameters at z=0 for weak, medium and
a powerful source.

Parameter weak medium powerful
cν [1] 4 15 57
cs [1] 3 6 14
t1,3 [yr] 0.15 0.30 0.60
νm,q [GHz] 0.3 0.9 3
S m,q [Jy] 1 3 8
α0,q [1] −0,75 −0,75 −0,75
αt,q [1] 5/2 5/2 5/2

among them (for instance, different durations of the Compton
stage, which is known to depend on the source as well as the
flare properties).

6.2. Parametrization of the modelled spectra

The temporal evolution of the turnover parameters of an event
can be derived from the relations between turnover frequency,
turnover flux density and the time since the flare onset assum-
ing the parameters listed in table 3 and 4 (see Marscher & Gear
1985; Türler et al. 2000; Fromm et al. 2011, for the redshift de-
pendence). The optically thin spectral index follows from the
spectral slope,

α0 = (1 − s)/2 (4)

whereas for the calculation of the optically thick spectral in-
dex, αt, the method presented by Türler et al. (2000) has
been adopted. This approach relies on a set of four parame-
ters (Sm, νm, α0, αt) for each time t, which describe the spec-
tral shape of the flare (assuming the standard equation for a
self-absorbed synchrotron spectrum). The spectrum derived this
way is consequently superimposed on the quiescent spectrum to
make up the “total” spectrum (see figures 5, 6 and 7).

Table 4. Exponents for spectral evolution

Parameter b s k d r to
Value 1.9 2.8 1.8 0.1 0.8 0.04 yr
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• redshift
• intrinsic properties (peak frequency of 

the SSA spectrum, outburst excess, 
broadness of the SSA, broadness of 
the valley)

• spectral evolution 

following Marscher & Gear 1985ApJ...
298..114M; Türler et al. 2000AnA...361..850T

• evolution of the magnetic field
• evolution of the Doppler factor
• jet opening angle  
• spectral index (estimated from 

quiescent spec.)
• normalization parameter 
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Fig. 7. Spectral evolution at different redshifts for a weak source. Upper panel: Calculated spectral evolution. Lower panel: Expected spectral
evolution in the frequency range 2 - 140GHz.
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Fig. 5. Spectral evolution at different redshifts for a powerful source. Upper panel: Calculated spectral evolution. Lower panel: Expected spectral
evolution in the frequency range 2 - 140GHz.

Fig. 6. Spectral evolution at different redshifts for a medium source. Upper panel: Calculated spectral evolution. Lower panel: Expected spectral
evolution in the frequency range 2 - 140GHz.
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Fig. 5. Spectral evolution at different redshifts for a powerful source. Upper panel: Calculated spectral evolution. Lower panel: Expected spectral
evolution in the frequency range 2 - 140GHz.

Fig. 6. Spectral evolution at different redshifts for a medium source. Upper panel: Calculated spectral evolution. Lower panel: Expected spectral
evolution in the frequency range 2 - 140GHz.

7

redshift

in
tr

in
si

c
 p

o
w

e
r

0 1.5 3.0

Monday, March 28, 2011

E. Angelakis et al.: On the phenomenological classification of continuum radio spectrum variability pattern

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0238+1636 (AO0235+16) 2007.03
2007.58
2009.95
2007.07
2007.15
2007.23
2007.38
2007.48
2007.55
2007.63
2007.65
2007.71
2007.77
2007.86
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02

2009.06
2009.18
2009.28
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.16
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.17
2011.21
2011.33
2011.43

(a) Type 1

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0854+2006 (OJ287) 2007.42
2008.17
2007.07
2007.15
2007.23
2007.32
2007.38
2007.48
2007.55
2007.65
2007.71
2007.77
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02
2009.06

2009.18
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.16
2010.20
2010.25
2010.33
2010.39
2010.48
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.17
2011.21
2011.33
2011.43

(b) Type 1b

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0530+1331 (PKS0528+134) 2007.03
2008.17
2009.12
2009.13
2007.15
2007.23
2007.55
2007.63
2007.65
2007.71
2007.77
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.60
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02
2009.06

2009.18
2009.28
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.16
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.17
2011.21
2011.33
2011.43

(c) Type 2

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J2232+1143 (CTA102) 2007.03
2008.29
2009.95
2007.07
2007.15
2007.23
2007.32
2007.38
2007.55
2007.63
2007.71
2007.77
2007.86
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02
2009.06

2009.18
2009.28
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.16
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.21
2011.33
2011.43

(d) Type 3

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0418+3801 (3C111) 2007.03
2007.58
2008.17
2009.36
2007.15
2007.23
2007.32
2007.48
2007.63
2007.65
2007.71
2007.77
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02

2009.06
2009.18
2009.28
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.08
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.79
2010.87
2011.02
2011.17
2011.21
2011.33
2011.43

(e) Type 3b

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J1130-1449 (PKS1127-14) 2007.48
2007.63
2007.77
2007.86
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2009.02
2009.28
2009.33
2009.41

2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.08
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.79
2010.87
2011.02
2011.17
2011.21
2011.33
2011.43

(f) Type 4

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0738+1742 (PKS0735+17) 2007.07
2007.15
2007.23
2007.38
2007.48
2007.55
2007.65
2007.71
2007.77
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02
2009.06

2009.18
2009.28
2009.33
2009.58
2009.66
2009.74
2009.84
2009.91
2010.01
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.17
2011.21
2011.33
2011.43

(g) Type 4b

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0730-1141 (0727-11) 2009.12
2007.65
2007.71
2008.49
2008.57
2008.60
2008.71
2008.79
2008.85
2008.93
2009.18
2009.28
2009.33
2009.58
2009.66
2009.74
2009.84
2009.91

2010.08
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.17
2011.21
2011.33
2011.43

(h) Type 5

 0.1

 1

 10

 100

 1  10  100  1000  10000

S 
(J

y)

Frequency (GHz)

J0359+5057 (NRAO150) 2007.03
2007.58
2008.17
2009.52
2007.07
2007.15
2007.23
2007.32
2007.38
2007.48
2007.55
2007.65
2007.71
2007.77
2007.86
2007.88
2007.96
2008.05
2008.13
2008.22
2008.34
2008.41
2008.49
2008.57
2008.64
2008.71
2008.79
2008.85
2008.93
2009.02

2009.06
2009.18
2009.28
2009.33
2009.41
2009.48
2009.58
2009.66
2009.74
2009.84
2009.91
2010.08
2010.20
2010.25
2010.33
2010.39
2010.48
2010.58
2010.62
2010.71
2010.79
2010.87
2011.02
2011.08
2011.21
2011.33
2011.43
2011.52
2011.59

(i) Type 5b

Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types
In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-

ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.
This parameter is actually denoting the fraction of the spec-
trum that the bandpass can sample.
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(b) Type 1b
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(i) Type 5b

Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types
In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-

ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.
This parameter is actually denoting the fraction of the spec-
trum that the bandpass can sample.
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(i) Type 5b

Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types
In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-

ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.
This parameter is actually denoting the fraction of the spec-
trum that the bandpass can sample.
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Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types
In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-

ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.
This parameter is actually denoting the fraction of the spec-
trum that the bandpass can sample.
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(i) Type 5b

Fig. 2. The prototypes of the 5 classes and their sub-classes. All of them are plotted in the same scale to allow comparisons. The prototypes have
all the available data which makes their definition difficult to see. Probably we should plot the spectra only every second. The first 4 classes can be
interpreted with a simple physical systems made of one quiescent optically thin component underlying a flaring Synchrotron self-absorbed flaring
event.

of the peak (Sm, νm) towards lower frequencies as the peak flux
density increases.

This classification is done solely on the basis of the phe-
nomenological characteristics of the variability pattern shown
by the radio spectra within a given band-pass. This explains
the fragmentation of the classification to several numerous types
despite the clear hints that some of those could be further uni-
fied. This is discussed later when a physical interpretation is at-
tempted (Sect. ??).

5.2. A physical interpretation of the different types
In the following it will be shown that the seemingly arbitrary
classification discussed in Sect. 5.1 is subject to an interpretation
of physical meaning so that the first four types can be reproduced
by a simple two-component system.

Let us assume a two-component principal system located at
z = 0. The assumed system consists of:

1. A power law quiescence spectrum with S ∝ να and α ≈ −0.5
is this what chris is assuming. This spectrum can be seen as
the manifestation of an optically thin diffuse emission com-

ing from a relaxed large scale jet or even a population of aged
electron that have caused a recent flaring event.

2. A convex synchrotron self-absorbed spectrum representative
of an outburst superimposed on the quiescence part.

A qualitative depiction of the assumed configuration is pre-
sented in Fig. 2. The phenomenology shown there captures the
system (solid line) at an instant in time. On the basis of this as-
sumption the spectrum that would be observed at an instant of
time, is inscribed in two parameters of the shaded areas shown
there:

1. The position of the shaded areas relative to the high fre-
quency peak (i.e. the peak of the outburst). This parameter
denotes the relative position of the centre of our band-pass
with respect to the source spectrum.

2. The width of the shaded areas relative to the width of the
bridge (the total minimum) between the optically thick part
of the outburst and the steep part of the quiescence spectrum.
This parameter is actually denoting the fraction of the spec-
trum that the bandpass can sample.
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• convex spectrum
• changing self-similarly 

caused by:
• changes in D? - Unlikely
• geometry?
• changes in the B topology?
• opacity effects?
• combination of a mild change of the LoS 

and the change in the particles density?
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• shock model (Marscher & Gear 1985)

• study case CTA102:
‣ a conical jet (p = 1)
‣ a toroidal magnetic field    (b = 1.2)
‣  constant Doppler factor

• if all follow same pattern: increase - 
max: ~ 60-80 GHz - then plateau -
decrease

0 50 100 150 200
frequency [GHz]

-300

-200

-100

0

tim
e 

la
g 

(w
rt.

 2
.6

 G
H

z)
 [d

ay
s]

whole sample
averaged delays

1 10 100 1000
Rest Freq. [GHz]

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

lo
g(

St
d.

 D
ev

.)

[Black]:All sources, [Red]: FSRQ, [Green]: BL Lacs

calculations done by C. Fromm

Testing Variability Models
variability amplitude in the frequency domain



E. Angelakis
Max-Planck-Institut für Radioastronomie

A Likelihood Analysis Obtains the Intrinsic Modulation Index, we assume:

‣ normally distributed “true” flux densities (S0 , σ0 ) 

‣ intrinsic modulation index  m‾=σ0/S0

‣ For N measurements of the flux density (Sj, σj)

the most likely value of m‾ and the associated uncertainties obtain the marginalized 

likelihood as a function of only m‾:

Richards et al. 2011ApJS..194...29R

The Astrophysical Journal Supplement Series, 194:29 (22pp), 2011 June Richards et al.

Figure 8. 1σ , 2σ , and 3σ contours of the joint likelihood L(S0, m) for blazar
J1243−0218.

Therefore, the likelihood of observing one flux density Sj with
uncertainty σj from the particular source is

"j =
∫

all St

dSt

exp
[
− (St−Sj )2

2σ 2
j

]

σj

√
2π

exp
[
− (St−S0)2

2σ 2
0

]

σo

√
2π

, (18)

which amounts to calculating the probability to observe Sj
through any possible true flux density value St. If the limits
of integration above are taken to be from St = −∞ to St = ∞
then the integral has an analytic solution (see, e.g., Venters &
Pavlidou 2007):

"j = 1
√

2π
(
σ 2

0 + σ 2
j

) exp

[

− (Sj − S0)2

2
(
σ 2

j + σ 2
0

)
]

. (19)

The likelihood for N observations (Sj , σj ) for j = 1, ..., N is

L(S0, σ0) =
N∏

j=1

"j =




N∏

j=1

1
√

2π
(
σ 2

0 + σ 2
j

)





× exp



−1
2

N∑

j=1

(Sj − S0)2

σ 2
j + σ 2

0



 . (20)

The intrinsic standard deviation σ0 can be eliminated in favor of
the intrinsic modulation index,

σ0 = mS0, (21)

so that

L(S0,m) = S0




N∏

j=1

1
√

2π
(
m2S2

0 + σ 2
j

)





× exp



−1
2

N∑

j=1

(Sj − S0)2

σ 2
j + m2S2

0



 . (22)
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Figure 9. Maximum-likelihood Gaussian model for the flux density distribution
(dashed line), plotted over the histogram of measured flux densities (solid line)
for blazar J1243−0218. The arrow indicates the size of the typical measurement
uncertainty.

This likelihood is symmetric about m = 0, as m only enters
through its square. For this reason, this formalism can guaran-
tee non-negative intrinsic modulation indices without loss of
information.

Maximizing the joint likelihood L(S0,m), we can derive
maximum-likelihood estimates of S0 and m. Isolikelihood con-
tours containing 68.26%, 95.45%, and 99.73% of the total vol-
ume under the joint likelihood surface define the 1σ , 2σ , and
3σ contours, respectively (see Figure 8 for an example in the
case of J1243−0218, whose light curve is shown in Figure 7).
The maximum-likelihood Gaussian for the distribution of flux
densities for the same object is compared to the histogram of
measurements in Figure 9. Note that the maximum-likelihood
Gaussian is narrower than the histogram; this behavior is ex-
pected, as the histogram is a representation of measurements
sampling the underlying distribution with finite error. The typ-
ical magnitude of the latter for the particular source is shown
in Figure 9 with the blue arrows, and it is indeed comparable
with the difference in width between the maximum-likelihood
Gaussian and the histogram.

To derive the most likely value of m and the associated
uncertainties regardless of the true value of S0, we integrate
S0 out of L(S0,m), and obtain the marginalized likelihood as a
function of only m:

L(m) =
∫

all S0

dS0S0









N∏

j=1

1
√

2π
(
m2S2

0 + σ 2
j

)





× exp



−1
2

N∑

j=1

(Sj − S0)2

σ 2
j + m2S2

0








 . (23)

Then, the value of m that maximizes the marginalized likelihood
is our best estimate of it, and the 1σ uncertainty on the
modulation index can be found by locating the isolikelihood
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Angelakis et al. in prep.

I. Nestoras, L. Fuhrmann, E. Angelakis: The first 5 years of IRAM 30-m monitoring

Marginalizing out the intrinsic mean, S 0, we can obtain
maximum–likelihood values for �0, as well as uncertainties on
this estimate. We consider a source to be variable at a given fre-
quency when �0 at that frequency is more than 3� away from
0. The computed intrinsic values of the standard deviation are
plotted for every source separately at Fig. 6.

It can been seen that in most of the cases the intrinsic stan-
dard deviation is flat or decreases with frequency. To quantify
this behaviour, a power law of the form �0 ⇠ ⌫krest has been fitted
with k being the slope in Fig. 6. These calculations were made in
the source rest–frame in order to remove the e↵ects of redshift
to the turnover frequency. The distribution of the fitted k-indices
is plotted in Fig. 7. The mean and the median values of the com-
puted k-indices are �0.36 and �0.45, respectively.

Fig. 6. Intrinsic standard Deviation versus rest frequency. Each line rep-
resents one source, black lines are for FSRQs and red lines for BL Lac
objects.

Fig. 7. Histogram of the computed k-index (� ⇠ ⌫k
rest). It is clear that

most of the sources have a negative index, indicating that they have a
steep slope and that the observing bandpass is above the ⌫r frequency
according to Valtaoja et al. (1992b). The mean and the median values
of the distribution are �0.36 and �0.45 respectively.

6.3.3. Time scales

The variability time scales have been estimated by means of
two independent methods of time series analysis, a first-order
structure function (Simonetti et al. 1985) and a wavelet analysis,
based on the Ricker (‘Mexican hat’) mother wavelet (Marchili et
al., in prep.). It is not uncommon that more than one time scale
is detected in a dataset.

The wavelet method associates to each time scale a variabil-
ity amplitude, allowing us to unambiguously select the strongest,
and to fully automate the estimation. The structure function re-
sults, instead, are generally subject to some degree of arbitrari-
ness. To understand the reason, it may be useful to consider how
the structure function SF, is calculated for a time series { fi}i :

S F (⌧) =
1
N

X

i j

h
f (ti) � f

⇣
t j
⌘i2

(18)

where the sum is extended to the N pairs (ti, t j) for which ti , t j

and ⌧� �⌧2 k ti � t j k ⌧+ �⌧2 . �⌧ is generally of the order of the
data sampling; SF is calculated over a discrete set of ⌧ values,
multiples of �⌧.

The structure function time scale is identified with the ⌧
value for which the function shows a plateau. When more than
one plateaus are detected, for instance at time-lags ⌧1, ⌧2, ..., ⌧n,
it may not be obvious to establish which one is the most signifi-
cant. In order to overcome this problem, we defined the charac-
teristic time scale as the ⌧k for which S F(⌧k) ' S Fhigh, where
S Fhigh is the average value of the structure function calculated
for ⌧ > ⌧k.

The proposed definition of the structure function time scale
has the advantage that it allows a fully automated calculation.
Given the large number of light curves to analyse, the automa-
tion of both the structure function and the wavelet algorithms
must be regarded essential. The significance of the results can be
evaluated by comparing the values returned by the two indepen-
dent methods. A linear regression of the structure function time
scales versus the wavelet ones for the whole sample, comprising
more than 600 light curves, returns a correlation coe�cient of
0.83, with a slope of 1.0, showing that the definitions of the time
scales are consistent among each other. Some indicative mean

Table 13. Mean characteristic time scales for our source sample per
frequency.

Mean Median
(days) (days)

86 GHz 345.2 ± 237.7 280.0
142 GHz 330.9 ± 178.5 300.0
228 GHz 296.1 ± 154.0 300.0

numbers of the resulted calculations can be seen in Table 13. All
the typical time scales of our sources are presented in Table A.2.

6.4. Brightness temperatures

It was first suggested by Kellermann & Pauliny-Toth (1969) that
there is an inverse Compton upper limit on the maximum radio
brightness temperatures of compact self-absorbed radio sources.
At brightness temperature of ⇠ 1012 K energy losses of radiating
electrons due to inverse Compton e↵ects become so large that
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expected, based on the expectation that γ-ray emission occurs in
the same class of events as radio flares, but also on the empirical
fact that gamma-ray flares often occur during periods in which
sources are also in high radio states (e.g. Kovalev et al. 2009,
Tavares et al. 2011, xxx).

A connection between radio variability amplitude at 15 GHz
as quantified by the modulation index and γ-ray loudness (as
defined by inclusion in the 1LAC catalog) has been confirmed
at high statistical significance by Richards et al. (2011) using
OVRO data. Here, we examine whether such a connection per-
sists when the standard deviation of flux densities is used instead
to quantify radio variability, and how such a possible connection
behaves as a function of radio frequency.

Figure 8 shows the behavior with rest-frame frequency of
the logarithmic average of the standard deviation for sources in-
cluded and not included in LBAS (upper panel) and in 1LAC
(lower panel). In the case of the LBAS detected/non-detected
sources, the two curves show a very clear and significant separa-
tion, with γ-ray–detected sources confirming our expectation of
having a higher variability amplitude in radio frequencies, more
than a factor of 3 on average at the frequency of highest separa-
tion. The result is confirmed when splitting the sources accord-
ing to 1LAC detection status, although in this case the statistics
for sources not detected by 1FGL in the F-GAMMA sample is
significantly worse, reflected in our increased error bars on the
logarithmic mean in this case.

In addition, our results show a clear increase of the sepa-
ration between flux standard deviation averages with increasing
frequency, lending further support to our findings that the ra-
dio/gamma correlation is improved toward mm bands (both at
the level of average fluxes, see Sect. 6.3, and at the level of
lightcurve cross-correlations), when smaller time lags are ob-
served at lower wavelengths.

6.3. Radio vs. γ-ray fluxes

In this section we examine whether sources in our sample exhibit
an intrinsic correlation between their radio and their γ-ray fluxes.
The question of whether an intrinsic correlation exists between
the time-averaged radio and the γ-ray emission of blazars relates
to the possible physical connection between the emission region
and emission processes and flaring in the two bands. As a re-
sult, it has been extensively pursued already since the EGRET
era: strong correlations have been claimed based on EGRET
data (e.g., Stecker et al. 1993; Padovani et al. 1993; Stecker
& Salamon 1996), however, these findings have been disputed
(e.g., Mücke et al. 1997; Chiang & Mukherjee 1998) based on
more detailed statistical analyses. Three effects are primarily re-
sponsible for complicating these studies: (i) in small samples and
limited dynamical ranges in luminosities, artificial flux-flux cor-
relations can be induced due to the effect of distance; (ii) con-
versely, in flux-limited surveys artificial luminosity-luminosity
correlations can arise when considering objects in flux-limited
surveys: most objects are close to the survey sensitivity in each
wavelength, and by applying a common redshift to return to lu-
minosity space, artificial correlations arise; (iii) the data used to
obtain the claimed correlations were not synchronous.

With the large number of γ-ray AGN detected by Fermi-GST
these correlation studies have been revisited by several groups,
and using a diverse array of radio data (e.g., Kovalev et al. 2009;
Ghiranda et al. 2010, 2011; Mahony et al. 2010) . Most recently,
the Fermi-LAT collaboration (Ackermann et al. 2011) have pre-
sented a thorough study using the largest sample of 8 GHz ra-
dio archival data ever used (599 sources), as well as a smaller
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Fig. 8. Behavior of the strength of variability vs. rest frequency for
the Fermi-LAT LBAS detected/non-detected sources (upper panel) and
1FGL detected/non-detected sources (lower panel) of the F-GAMMA
sample.

sample of perfectly concurrent 15 GHz radio flux measurements
from the OVRO monitoring program, and a detailed statistical
assessment of the intrinsic significance of the observed apparent
correlations, using the data randomization technique of Pavlidou
et al. (2011). They confirmed with a high significance that a
correlation between radio and γ-ray fluxes indeed exists, and it
is stronger when concurrent rather than archival radio data are
used.

The F-GAMMA data can provide unique new insight to this
problem. First of all, the F-GAMMA program provides an un-
precedented coverage of radio frequencies. For this reason, our
datasets can be used to examine whether any dependence exists
of the strength and the statistical significance of a radio/γ-ray
flux-flux correlation on radio frequency (Ackerman et al. 2011
did a similar study for the dependence of the correlation strength
and significance on γ-ray photon energy).

Second, our data are perfectly concurrent with measurements
of γ-ray fluxes, and as a result do not suffer from any of the hard-
to-estimate biases due to non-simultaneity between γ-ray fluxes
and archival radio data which plague many studies of this kind.
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result in a rapid cooling of the system, bringing the synchrotron
brightness temperature below this limit.

An alternative approach to the maximum brightness temper-
ature is that of (Readhead 1994). It is shown that for the in-
verse Compton catastrophe to occur, a very large di↵erence from
the equipartition and minimum energy condition is required.
Using the argument that there is equipartition between the par-
ticles radiating and the magnetic field (Scott & Readhead 1977)
and combing this with an upper limit to the magnetic field, the
equipartition brightness temperature is defined.

Independently of the assumed limit in brightness temper-
ature, values exceeding these limits are often observed and
Doppler boosting is needed to explain the excess. The variabil-
ity brightness temperatures are computed from variability time
scales (Sect. 6.3.3) and amplitudes (Sect. 6.3.2) on the basis of
the light–travel–time argument. The brightness temperature is
then given, by:

TB = 4.5 · 1010 · �S �
 
� · d�

�t� · (1 + z)2

!2

(19)

where:
�S � is the variability amplitude
z is the redshift

Figures 8, 9 and 10 present the histograms of the computed
brightness temperature values from Eq. 19. It can be seen that
the brightness temperatures are decreasing towards higher fre-
quencies. The obtained values are given in Table 14.

Fig. 8. Histogram of brightness temperatures (log TB) for 86 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

A Kolmogorov–Smirnov (K–S) (Press et al. 1992) statisti-
cal test was performed for the two distributions of BL Lac and
FSRQ populations, to investigate the possibility of a correlation
between the two samples. At 3 mm the probability of the samples
to have similar statistical properties is P = 7.3 %, and at 2 mm
is P = 0.003 %. Unfortunately small number statistics prevented
a calculation of the K–S test for 1 mm. The K–S tests indicate
that there is a very high probability of a statistical di↵erence be-
tween FSRQs and BL Lacs for 2 mm. Unfortunately because of
the small number of sources a K–S test could not be performed
at 1 mm.

Fig. 9. Histogram of brightness temperatures (log TB) for 142 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

Fig. 10. Histogram of brightness temperatures (log TB) for 228 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

6.5. Doppler factors

A maximum brightness temperature of 5 ·1010K was used in this
paper as a more realistic limit and any value exceeding that it is
attributed to Doppler boosting e↵ects. The equation relating the
brightness temperature to the Doppler factor in order to explain
the excess temperature is (Fuhrmann 2004):

TB ' 5 · 1010 ·
 
�var,IC

1 + z

!3+↵

(20)

where �var,IC is the Doppler factor.
Solving for the Doppler factor we get Eq. 21 (Fuhrmann

2004) :

�var,IC = (1 + z) 3+↵
p

TB/5 · 1010 (21)

where ↵ is the spectral index (see section 6.6) and z the redshift.
A canonical value of ↵ = �0.7 is used for the analysis performed
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the light–travel–time argument. The brightness temperature is
then given, by:

TB = 4.5 · 1010 · �S �
 
� · d�

�t� · (1 + z)2

!2

(19)

where:
�S � is the variability amplitude
z is the redshift

Figures 8, 9 and 10 present the histograms of the computed
brightness temperature values from Eq. 19. It can be seen that
the brightness temperatures are decreasing towards higher fre-
quencies. The obtained values are given in Table 14.

Fig. 8. Histogram of brightness temperatures (log TB) for 86 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

A Kolmogorov–Smirnov (K–S) (Press et al. 1992) statisti-
cal test was performed for the two distributions of BL Lac and
FSRQ populations, to investigate the possibility of a correlation
between the two samples. At 3 mm the probability of the samples
to have similar statistical properties is P = 7.3 %, and at 2 mm
is P = 0.003 %. Unfortunately small number statistics prevented
a calculation of the K–S test for 1 mm. The K–S tests indicate
that there is a very high probability of a statistical di↵erence be-
tween FSRQs and BL Lacs for 2 mm. Unfortunately because of
the small number of sources a K–S test could not be performed
at 1 mm.

Fig. 9. Histogram of brightness temperatures (log TB) for 142 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

Fig. 10. Histogram of brightness temperatures (log TB) for 228 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

6.5. Doppler factors

A maximum brightness temperature of 5 ·1010K was used in this
paper as a more realistic limit and any value exceeding that it is
attributed to Doppler boosting e↵ects. The equation relating the
brightness temperature to the Doppler factor in order to explain
the excess temperature is (Fuhrmann 2004):

TB ' 5 · 1010 ·
 
�var,IC

1 + z

!3+↵

(20)

where �var,IC is the Doppler factor.
Solving for the Doppler factor we get Eq. 21 (Fuhrmann

2004) :

�var,IC = (1 + z) 3+↵
p

TB/5 · 1010 (21)

where ↵ is the spectral index (see section 6.6) and z the redshift.
A canonical value of ↵ = �0.7 is used for the analysis performed

13

I. Nestoras, L. Fuhrmann, E. Angelakis: The first 5 years of IRAM 30-m monitoring

result in a rapid cooling of the system, bringing the synchrotron
brightness temperature below this limit.

An alternative approach to the maximum brightness temper-
ature is that of (Readhead 1994). It is shown that for the in-
verse Compton catastrophe to occur, a very large di↵erence from
the equipartition and minimum energy condition is required.
Using the argument that there is equipartition between the par-
ticles radiating and the magnetic field (Scott & Readhead 1977)
and combing this with an upper limit to the magnetic field, the
equipartition brightness temperature is defined.

Independently of the assumed limit in brightness temper-
ature, values exceeding these limits are often observed and
Doppler boosting is needed to explain the excess. The variabil-
ity brightness temperatures are computed from variability time
scales (Sect. 6.3.3) and amplitudes (Sect. 6.3.2) on the basis of
the light–travel–time argument. The brightness temperature is
then given, by:

TB = 4.5 · 1010 · �S �
 
� · d�

�t� · (1 + z)2

!2

(19)

where:
�S � is the variability amplitude
z is the redshift

Figures 8, 9 and 10 present the histograms of the computed
brightness temperature values from Eq. 19. It can be seen that
the brightness temperatures are decreasing towards higher fre-
quencies. The obtained values are given in Table 14.

Fig. 8. Histogram of brightness temperatures (log TB) for 86 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

A Kolmogorov–Smirnov (K–S) (Press et al. 1992) statisti-
cal test was performed for the two distributions of BL Lac and
FSRQ populations, to investigate the possibility of a correlation
between the two samples. At 3 mm the probability of the samples
to have similar statistical properties is P = 7.3 %, and at 2 mm
is P = 0.003 %. Unfortunately small number statistics prevented
a calculation of the K–S test for 1 mm. The K–S tests indicate
that there is a very high probability of a statistical di↵erence be-
tween FSRQs and BL Lacs for 2 mm. Unfortunately because of
the small number of sources a K–S test could not be performed
at 1 mm.

Fig. 9. Histogram of brightness temperatures (log TB) for 142 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

Fig. 10. Histogram of brightness temperatures (log TB) for 228 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

6.5. Doppler factors

A maximum brightness temperature of 5 ·1010K was used in this
paper as a more realistic limit and any value exceeding that it is
attributed to Doppler boosting e↵ects. The equation relating the
brightness temperature to the Doppler factor in order to explain
the excess temperature is (Fuhrmann 2004):

TB ' 5 · 1010 ·
 
�var,IC

1 + z

!3+↵

(20)

where �var,IC is the Doppler factor.
Solving for the Doppler factor we get Eq. 21 (Fuhrmann

2004) :

�var,IC = (1 + z) 3+↵
p

TB/5 · 1010 (21)

where ↵ is the spectral index (see section 6.6) and z the redshift.
A canonical value of ↵ = �0.7 is used for the analysis performed

13

Variability amplitude measures brightness 
temperature:

Assuming Equipartition brightness 
temperature limit:

Hence, Equipartition Doppler factor:

I. Nestoras, L. Fuhrmann, E. Angelakis: The first 5 years of IRAM 30-m monitoring

result in a rapid cooling of the system, bringing the synchrotron
brightness temperature below this limit.

An alternative approach to the maximum brightness temper-
ature is that of (Readhead 1994). It is shown that for the in-
verse Compton catastrophe to occur, a very large di↵erence from
the equipartition and minimum energy condition is required.
Using the argument that there is equipartition between the par-
ticles radiating and the magnetic field (Scott & Readhead 1977)
and combing this with an upper limit to the magnetic field, the
equipartition brightness temperature is defined.

Independently of the assumed limit in brightness temper-
ature, values exceeding these limits are often observed and
Doppler boosting is needed to explain the excess. The variabil-
ity brightness temperatures are computed from variability time
scales (Sect. 6.3.3) and amplitudes (Sect. 6.3.2) on the basis of
the light–travel–time argument. The brightness temperature is
then given, by:

TB = 4.5 · 1010 · �S �
 
� · d�

�t� · (1 + z)2

!2

(19)

where:
�S � is the variability amplitude
z is the redshift

Figures 8, 9 and 10 present the histograms of the computed
brightness temperature values from Eq. 19. It can be seen that
the brightness temperatures are decreasing towards higher fre-
quencies. The obtained values are given in Table 14.

Fig. 8. Histogram of brightness temperatures (log TB) for 86 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

A Kolmogorov–Smirnov (K–S) (Press et al. 1992) statisti-
cal test was performed for the two distributions of BL Lac and
FSRQ populations, to investigate the possibility of a correlation
between the two samples. At 3 mm the probability of the samples
to have similar statistical properties is P = 7.3 %, and at 2 mm
is P = 0.003 %. Unfortunately small number statistics prevented
a calculation of the K–S test for 1 mm. The K–S tests indicate
that there is a very high probability of a statistical di↵erence be-
tween FSRQs and BL Lacs for 2 mm. Unfortunately because of
the small number of sources a K–S test could not be performed
at 1 mm.

Fig. 9. Histogram of brightness temperatures (log TB) for 142 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

Fig. 10. Histogram of brightness temperatures (log TB) for 228 GHz and
for the di↵erent class of sources. All sources (grey), FSRQs (black),
BL Lacs (green). The average values can be seen at Table 14.

6.5. Doppler factors

A maximum brightness temperature of 5 ·1010K was used in this
paper as a more realistic limit and any value exceeding that it is
attributed to Doppler boosting e↵ects. The equation relating the
brightness temperature to the Doppler factor in order to explain
the excess temperature is (Fuhrmann 2004):

TB ' 5 · 1010 ·
 
�var,IC

1 + z

!3+↵

(20)

where �var,IC is the Doppler factor.
Solving for the Doppler factor we get Eq. 21 (Fuhrmann

2004) :

�var,IC = (1 + z) 3+↵
p

TB/5 · 1010 (21)

where ↵ is the spectral index (see section 6.6) and z the redshift.
A canonical value of ↵ = �0.7 is used for the analysis performed

13

0 10 20 30 40
Equipartition Doppler  Factor

0

5

10

15

20

C
ou

nt
s

FSRQ - 14.6 GHz

0 10 20 30 40
Equipartition Doppler  Factor

0

5

10

15

20

C
ou

nt
s

FSRQ - 4.85 GHz
BLLac - 4.85 GHz

I. Nestoras, L. Fuhrmann, E. Angelakis: The first 5 years of IRAM 30-m monitoring

Table 14. Average values of brightness temperatures (log TB) for the various type of classes of variable sources and frequencies. Brightness
temperatures were calculated from eq. 19. These numbers refer to figures 8, 9 and 10.

Freq. all sources FSRQs BL Lacs
(GHz) mean median mean median mean median

86.24 1.74 · 1011 ± 6.3 · 1010 4.6 · 1010 2.48 · 1011 ± 1.18 · 1011 6.63 · 1010 1.62 · 1011 ± 1.09 · 1011 2.28 · 1010

142.33 6.23 · 1010 ± 1.59 · 1010 1.88 · 1010 8.48 · 1010 ± 2.66 · 1010 3.26 · 1010 5.02 · 1010 ± 3.51 · 1010 4.83 · 109

228.24 3.19 · 1010 ± 1.63 · 1010 8.41 · 109 8.06 · 1010 ± 6.43 · 1010 1.97 · 1010 1.58 · 1010 ± 9.44 · 109 6.66 · 109

in later sections. Figures 11, 12 and 13 present the histograms
of the computed Doppler factors derived from the above equa-
tions. As expected the Doppler factors decrease towards higher
frequencies since the brightness temperatures also decrease. The
corresponding average values are presented in Table 15.

Fig. 11. Histogram of Doppler factors divided by source class for
86 GHz. All the sources (grey), FSRQs (black), BL Lacs (green). A
brightness temperature limit of 5 · 1010K was used.

The same K–S test was performed with the values of Doppler
factors for the populations of FSRQ and BL Lac objects. The re-
sulting probability for 3 mm is P = 0 % and for 2 mm is P =
0.003 % indicating a high probability that FSRQ and BL Lac
sources have significant di↵erent statistical properties. It is clear
that FSRQs have in general, higher values of Doppler factors
than BL Lacs. This di↵erence of Doppler factors value is ex-
pected to be higher in lower frequencies. This is demonstrated
in Fuhrmann et al. in prep. For 1 mm small number statistics
prevented the calculation here as well.

6.6. Spectral indices

For the current analysis the spectral index ↵ is defined by S ⇠ ⌫↵,
it is calculated from the average spectrum of every source for
three di↵erent wavelengths, namely 3, 2 and 1 mm. The mean
values of flux densities for every frequency are presented in
Table A.2. The calculation of the spectral index from the aver-
age spectrum of a source was followed in order to smear out any
outliers that influence the spectral index of an individual spec-
trum. This is very important at the frequency of 230 GHz which
is influenced by the weather conditions compared to the other
frequencies and thus contains more outliers.

Fig. 12. Histogram of Doppler factors divided by source class for
142 GHz. All the sources (grey), FSRQs (black), BL Lacs (green). A
brightness temperature limit of 5 · 1010K was used.

Fig. 13. Histogram of Doppler factors divided by source class for
228 GHz. All the sources (grey), FSRQs (black), BL Lacs (green). A
brightness temperature limit of 5 · 1010K was used.

Figure 14 is the histogram of the calculated spectral indices
for the FSRQs and BL Lac type of objects along with all the
sources of our sample. A Kolmogorov–Smirnov (K–S) statisti-
cal test was performed for the two distributions of BL Lac and
FSRQ populations. The resulting confidence level for the two
distributions to have the same statistical properties is P = 0 %.
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Nestoras et al. in prep.

Angelakis et al. in prep.

Radio Variability
TB and Doppler factors - class
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Radio Variability
TB and Doppler factors - LAT detectability

LBASLBAS 1FGL1FGL
<TB>
(K)

<TB>
(K)

<TB>
(K)

<TB>
(K)

Frequency
(GHz) Detected Non-

Detected ratio Detected Non-
Detected ratio

86 3.98E+11 1.56E+11 2.6
14.60 4.79E+12 2.66E+12 1.8 3.99E+12 1.48E+12 2.7
10.45 6.24E+12 4.43E+12 1.4 2.96E+11 1.18E+11 2.5

D (from average Tb)D (from average Tb) D (from average Tb)D (from average Tb)
86 2.4 2.2 1.1 2.3 1.9 1.2

14.60 5.1 4.6 1.1 5.0 3.4 1.5
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gamma - radio connection
the flux-flux correlations 

common distance effect, from: 
‣ preferred L
‣ detection in both wavebands 

as selection criteria
‣ small luminosity dynamical 

range isetc..

advantages of F-GAMMA data:
• F-GAMMA: multi-frequency 
• concurrent radio - gamma
• concurrent radio spectral index
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Fuhrmann et al in prep.; Pavlidou et al. 2012ApJ...751..149P 

analysis shows:
• below 7mm significant correlation, better than 2σ
• at 2 mm and 3mm, better than 3σ
• longer wavelengths do not show a significant 

correlation
suggesting:
• physical connection between the radio and high-

energy emission 
• co-spatial gamma and mm emission region
• fluxes averaged over timescales comparable to 

length of single flare, correlate more significantly 
than those over longer timescales 
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Conclusions

• F-GAMMA:
‣ data accessible at: www.mpifr-bonn.mpg.de/div/vlbi/fgamma
‣ provides dynamic broadband spectra
‣ covers the “heart” of the radio activity

• Testing Variability Models:
‣ in most cases the variability can be reproduced assuming a 2-component system: 

- steady quiescent component
- high frequency component (internal shock)
‣ sampling only a small part of the parameter space can reproduce most of the 

phenomenologies
‣ no type switches:

- variability mechanism source fingerprint
- variability mechanism changes with slow pace
‣ the variability amplitude over frequency agrees with the shock-in-jet scenario
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Conclusions

• FSRQ - BL Lac dichotomy:
‣ FSRQs show larger intrinsic variability amplitudes

- outbursts in BL Lacs do not reach low frequencies. 
✴ less energetic events? (de-boosted fluxes in prep.) 
✴BL Lacs more self absorbed

‣ BL Lacs appear systematically at lower TB , and Equipartition D

• radio variability and gamma loudness (of individual events or overall):
‣ LAT detected sources show higher intrinsic variability amplitudes 
‣ LAT detected sources show higher TB and D

• S-S correlation
‣ significant below 7mm, vanishes towards lower frequencies
‣ physical connection between the radio and high-energy emission 
‣ co-spatial gamma and mm emission region


